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Which Areas Should Robot Trust? Real or Virtual Images ?
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Also Fails: Object Detection, VIO, 3D Reconstruction …

We Need Real-Virtual Image Segmentation
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❖ A novel approach for segmentation, exploiting synthetic images combined with domain-invariant information

❖ A new network layer for extracting Local Motion Entropy (LME) features

❖ A novel Epipolar Geometric Consistency (EGC) loss as weak supervision to embed geometric priors in training

Network Architecture: MARVISProposed Simulator: AquaSim 

❖ A novel simulator includes the intricate 

modeling of water-air interface imaging

❖ Supports the adjustment of various media 

attribute parameters, such as color, wave 

characteristics, reflection properties, etc.

❖ Efficiently generate tailored datasets alongside 

corresponding ground-truth image masks

Local Motion Entropy (LME)

Epipolar Geometric Consistency (EGC) 

Motivation

➢ Air-water interfaces with highly variable 

dynamics and turbulence lead to virtual 

images with chaotic motions.

➢ Real objects within the same medium as 

the camera tend to exhibit relatively 

smooth motions.

𝐌 −  𝑚𝑜𝑡𝑖𝑜𝑛 𝑣𝑒𝑐𝑡𝑜𝑟’𝑠 𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 

𝐀 −  𝑚𝑜𝑡𝑖𝑜𝑛 𝑣𝑒𝑐𝑡𝑜𝑟’𝑠 𝑎𝑛𝑔𝑙𝑒 

➢ The refracted rays form a virtual image that no longer satisfies the epipolar 

geometry under different camera viewpoints.

ො𝐲  −  𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑏𝑖𝑛𝑎𝑟𝑦 𝑚𝑎𝑠𝑘

𝐄𝐸𝐺𝐶 − 𝑒𝑝𝑖𝑝𝑜𝑙𝑎𝑟 𝑒𝑟𝑟𝑜𝑟 𝑚𝑎𝑝

➢ We formulate the EGC as a weak supervision to improve the prediction 
accuracy.

Qualitative Comparison

Quantitative Comparison

Inference rates:

𝟒𝟑. 𝟒𝟖 𝑭𝑷𝑺 −  𝑁𝑉𝐼𝐷𝐼𝐴𝑇𝑀 𝑅𝑇𝑋 4070 𝐺𝑃𝑈

 𝟖. 𝟎𝟔 𝑭𝑷𝑺 −  𝐼𝑛𝑡𝑒𝑙𝑇𝑀  𝐶𝑜𝑟𝑒 𝑖9 − 4.10𝐺𝐻𝑧 𝐶𝑃𝑈

❖ Trained solely in the synthetic domain 

without extensive labeling, maintaining 

performance in unseen real world.

❖ Significantly improved generalization ability 

on unseen domains by incorporating domain-

invariant priors. (LME and EGC)

❖ Leveraging LME and EGC, enabling a 

lightweight network to rapidly converge with 

robust latent feature representation.

❖ Much lower computational overhead, making 

it feasible to deploy on computationally 

constrained drones and AUVs

❖ Training on spatial pixel information 

alone confuses reflections and 

refractions with real images due to 

similar RGB colors and textures.

❖ The domain gap in the RGB space 

between various domains results in 

poor generalization to unseen domains.

Experimental Analysis:

Advantages of MARVIS:

❖ Task-tailored feature representation 

uses motion and geometric cues, 

enhancing the network's ability to 

distinguish between virtual and real 

images in the latent space.

❖ The domain-invariant priors allow 

MARVIS to maintain stable and robust 

segmentation across various 

environments without retraining.
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